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Abstract

Background As mental health disorders continue to surge, exceeding the capacity of available therapeutic
resources, the emergence of technologies enabled by artificial intelligence (Al) offers promising solutions

for supporting and delivering patient care. However, there is limited research on mental health practitioners’
understanding, familiarity, and adoption intentions regarding these Al technologies. We, therefore, examined to what
extent practitioners’ characteristics are associated with their learning and use intentions of Al technologies in four
application domains (diagnostics, treatment, feedback, and practice management). These characteristics include
medical Al readiness with its subdimensions, Al anxiety with its subdimensions, technology self-efficacy, affinity for
technology interaction, and professional identification.

Methods Mixed-methods data from N= 392 German and US practitioners, encompassing psychotherapists (in
training), psychiatrists, and clinical psychologists, was analyzed. A deductive thematic approach was employed to
evaluate mental health practitioners’understanding and familiarity with Al technologies. Additionally, structural
equation modeling (SEM) was used to examine the relationship between practitioners’characteristics and their
adoption intentions for different technologies.

Results Qualitative analysis unveiled a substantial gap in familiarity with Al applications in mental healthcare among
practitioners. While some practitioner characteristics were only associated with specific Al application areas (e.g.,
cognitive readiness with learning intentions for feedback tools), we found that learning intention, ethical knowledge,
and affinity for technology interaction were relevant across all four application areas, underscoring their relevance in
the adoption of Al technologies in mental healthcare.

Conclusion In conclusion, this pre-registered study underscores the importance of recognizing the interplay
between diverse factors for training opportunities and consequently, a streamlined implementation of Al-enabled
technologies in mental healthcare.
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Introduction

One in eight people worldwide is affected by a men-
tal disorder, and the trend is rising [1]. Frequently,
the demand for therapeutic support exceeds available
resources, especially since the number of mental health
practitioners is not increasing quickly enough [2]. Simul-
taneously, technologies enabled by artificial intelligence
(AI) are advancing and gaining relevance in the support
and delivery of patient care, owing to their potential for
improving patient outcomes through an early detec-
tion of mental disorders and personalized treatment [3],
and facilitating the work of practitioners [4]. Given the
proposed benefits, Al-enabled technologies provide an
opportunity to bridge the gap between mental healthcare
needs and available therapeutic resources.

Applications of Al-enabled technologies in mental
healthcare

Al-enabled technologies refer to systems or applications
characterized by humanlike capabilities, including deci-
sion-making through problem solving and continuous
learning [3]. To execute their tasks effectively, these tech-
nologies rely on large amounts of data. Common data
sources for Al-enabled technologies in mental healthcare
include behavioral data (e.g., video and audio recordings),
followed by biological (e.g., blood samples) and neuroim-
aging data (e.g., electroencephalogram) [5]. Within men-
tal healthcare, we suggest that Al-enabled technologies
utilized by clinicians that leverage these datasets can be
broadly categorized into four application areas: diagnos-
tic support, treatment support, feedback, and practice
management.

The first two application areas, diagnostic and treat-
ment support, refer to patient-centered technologies.
Diagnostic applications leverage AI to enhance the
accuracy and efficiency of mental health assessments by
evaluating a range of patient data, such as genetic infor-
mation, language, voice, and facial expressions [6-8]. For
example, certain tools can distinguish between diagnoses
that share similar symptoms but require different treat-
ment approaches, such as various types of dementia or
bipolar and unipolar depression [9].

The second area of technologies provides treatment
support, making mental health treatments more person-
alized and precise [10]. These technologies are predomi-
nantly working with genetic, neuroimaging, clinical and
demographical datasets [11]. For instance, Al-enabled
technologies can be utilized at the beginning of therapy
to estimate a patient’s potential response to different
medications, such as antidepressants, or to predict remis-
sion rates [11].

Besides these patient-centered technologies, an
increasing number of practitioner-centered applications
are emerging, with the third area comprising feedback
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tools for mental health professionals: These types of
applications aim to provide practitioners with feedback
on the quality of their patient interactions by evaluating
session data, for instance, through speech signals and the
language patterns of the interaction [12-15]. Feedback
reports usually include an assessment of the session’s
strengths and potential areas for improvement, such as
increasing the times for reflections or including more
open-ended questions [16].

Finally, the fourth application area of Al-enabled tech-
nologies for mental health is practice management. They
are supposed to automate clinical and administrative
workflows and thereby reduce the administrative burden
for mental healthcare professionals [16]. For example, by
automatically transcribing therapy sessions using speech
data and integrating the transcripts into medical records
[16], patient data entry can become more efficient and
structured [17].

Adoption of Al-enabled tools in mental healthcare and its
antecedents

The proposed benefits of using Al tools such as an early
detection of mental disorders, increasing patient access,
and personalized treatment will only be realized if practi-
tioners use them as intended [7]. However, studies show
widespread skepticism regarding the use of Al-enabled
technologies in healthcare [4, 9, 18-20]. A lack of under-
standing or knowledge of the mechanisms and processes
underlying the technology may explain some of the suspi-
cion that impacts the uptake of technologies [10, 21]. For
instance, limited working knowledge of machine learning
algorithms increases the risk of misinterpretation and
misuse [10], while their opaque and complex nature can
reinforce resistance among mental health practitioners
[21]. Therefore, gaining deeper insights into the current
state of mental health practitioners’ understanding of
and experiences with Al-enabled tools is the first step to
recognize barriers to the adoption and determine start-
ing points for measures aimed at promoting safe technol-
ogy practices. However, to the best of our knowledge, no
study has investigated practitioners’ understanding of AI-
enabled tools for mental healthcare (RQ1), their famil-
iarity with these technologies (RQ2), in what context
they learned about them (RQ3), and whether they have
used any of these tools in their clinical practice (RQ4).
Besides knowledge and exposure, technology acceptance
and effective use is influenced by numerous individual
variables.

The role of learning in the adoption of Al-enabled
technologies

Studies have highlighted the pivotal role of learning
opportunities and training in the implementation process
by equipping healthcare professionals with the requisite
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skills to effectively use Al-enabled technologies in their
practice [22-24]. Conversely, healthcare professionals
ranked the lack of instruction and training on technology
use as the primary technology-related cause of medical
errors [25]. Training is believed to reduce the perceived
risk associated with using such tools and, further, mini-
mize the workload arising from the implementation of Al
technologies [26]. It has been shown that the willingness
to receive training about an Al technology is positively
associated with clinicians’ use of it, as training can help
reduce Al-related workload and alleviate concerns about
Al-associated risks [26]. We, therefore, hypothesized
that learning intention is positively associated with use
intention for Al-enabled technologies in mental health-
care (H1). Figure 1 depicts the proposed model with the
related hypotheses and research questions. However,
learning intentions and use intentions represent differ-
ent levels of engagement with technologies. The willing-
ness to learn and receive training is a rather theoretical
interaction with a technology centered around updating
knowledge [27]. Yet, use intention implies the willing-
ness to make the necessary effort to use the technology in
practice [28, 29]. Hence, it is important to study both the
learning and use intention and their respective anteced-
ents independently.
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Individual-level factors in the adoption of Al-enabled
technologies

Most studies have focused on Al adoption in general
healthcare settings (see [31] for a review) or different
medical specialties such as dermatology [32]. However,
less is known about individual-level factors associated
with practitioners’ intentions to learn about and use Al-
enabled technologies in mental healthcare. User char-
acteristics represent one of the key determinants for
the adoption of healthcare technologies [33]. Research
showed that common demographic and individual dif-
ferences such as gender [34], age [35], personality [31,
32, 36], and country of residence [37, 38] influence
technology uptake. Further, practitioners’ intention to
use Al-enabled technologies in mental health is greatly
influenced by their individual beliefs, attitudes, and per-
ceptions [18]. Hence, this study seeks to extend existing
literature by systematically investigating individual fac-
tors that contribute to a holistic understanding of the
determinants affecting the learning and use intention
of Al-enabled technology in mental healthcare. While
technology acceptance theories, such as the Technology
Acceptance Model (TAM [30]) and the Unified Theory of
Acceptance and Use of Technology (UTAUT [29]) have
been employed to explain Al adoption (see [39]), the
Capability-Opportunity-Motivation Behavior (COM-B)
model developed by Michie et al. [40] offers a comple-
mentary perspective. As a well-validated behavior change
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Fig. 1 Proposed research model for each of the following application areas: diagnostics, treatment, feedback, and practice management. Components
of the COM-B model [30] are abbreviated as followed: C= Capability, M= Motivation
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theory, COM-B has been successfully used in synthesiz-
ing and understanding healthcare-related technology
adoption (for instance, see [41, 42]). The COM-B model
indicates that individuals’ capabilities, motivation, and
opportunities determine their behavior [40]. Capability
is defined as an individual’s psychological and physical
ability required for a particular behavior, including the
essential knowledge and skills. Motivation encompasses
reflective or automatic cognitive processes that direct
behavior, extending beyond conscious decision-making
to habitual patterns, emotional responses, and analytical
reasoning. Opportunity relates to external factors lying
outside an individual’s immediate control that influence
behavior, including social and physical opportunity [40].
Upon reviewing the empirical literature, we identified the
most important individual-level factors relevant to tech-
nology adoption and ultimately integrated them into the
COM-B framework. As opportunity includes factors out-
side the individual, we focused on the domains of capa-
bilities and motivations.

First, individuals’ capability is important for engaging
in a respective behavior [40]. Different aspects of capa-
bility, including Al knowledge, have been found to be
relevant for Al adoption. A positive relation between Al
knowledge and the intention to use Al technology was
found among prospective physicians [43] and among
prospective therapists for feedback providing Al tools
[20]. Similarly, a lack of technology-related skills and
knowledge among therapists was identified as a bar-
rier in the use of technology in forensic psychiatry [44].
However, one study found no significant association
between AI knowledge and medical students’ intention
to learn about Al [45]. As Al knowledge referred to dif-
ferent aspects in each study, and the mixed findings
consequently might have resulted from methodological
differences, we are adopting a broader construct called
readiness for medical Al. Readiness for medical Al can
be divided into different subdimensions [46]: Cognitive
readiness encompasses peoples’ cognitive abilities such
as knowledge of and critical thinking about Al technolo-
gies. Vision readiness involves the ability to envision and
anticipate the potential impact, benefits, and challenges
associated with AI technologies. Ethical readiness refers
to an individual’s awareness, knowledge and adherence
to ethical standards or guidelines for the use of Al tech-
nologies. The relationship between the subdimensions
of medical Al readiness and the learning and use inten-
tions of Al-enabled technologies in mental healthcare
has not been examined in-depth. Only one study found a
positive association between cognitive readiness and the
intention to use a feedback tool in mental healthcare [20].
We expected that cognitive readiness (H2a, H3a), vision
readiness (H2b, H3b), and ethical readiness (H2c, H3c)
are all positively associated with the learning and use
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intentions of Al tools for mental health (see Fig. 1 for all
hypotheses).

Second, automatic motivational processes influence
a particular behavior [40]. In the context of technology
adoption, automatic processes like emotions, as a sub-
component of motivation, have been shown to have an
influence [40]. Usually, negative valanced variables, such
as Al anxiety, have been investigated [47]. Al anxiety
refers to the apprehension, concern, or fear experienced
in response to the implementation, use, or potential
consequences of Al technologies [48]. The construct
encompasses three subdimensions: learning anxiety,
sociotechnical blindness, and job replacement anxiety
[47]. Learning anxiety refers to the anxiety regarding
acquiring knowledge and skills related to Al technolo-
gies. Sociotechnical blindness relates to anxiety arising
from a lack of understanding that AI systems currently
do not operate independently without human oversight.
Job replacement anxiety refers to a person’s fear that their
occupation will be replaced or disrupted by AI technolo-
gies [36, 49]. Y.-M. Wang et al., showed that Al learning
anxiety negatively affected intrinsic and extrinsic learn-
ing motivation [47]. They also found that job replacement
anxiety positively influenced extrinsic but not intrinsic
learning motivation, indicating that some people might
only gain Al-relevant skills and knowledge to avoid
unemployment. Regarding use intentions, technology
anxiety emerged as one important barrier of technology
use in healthcare [50]. Al anxiety correlated negatively
with the use intention of Al-based technology in health-
care among nurses [51] and the intention to use Al-based
treatment and feedback tools among prospective psycho-
therapists [20]. While there is consistent evidence, that
AI anxiety hinders Al adoption, none of these studies
explored associations between all three subdimensions
and learning and use intentions for Al-enabled technolo-
gies simultaneously. Therefore, we incorporated all three
subdimension separately into our research model. We
hypothesized that AI learning anxiety (H2d, H3d) and
sociotechnical blindness (H2e, H3e) are negatively asso-
ciated with both the learning and use intentions of Al
tools. Job replacement anxiety is thought to be positively
associated with the Al learning intentions (H2f) and neg-
ative with use intentions (H3f).

Third, in addition to automatic motivational pro-
cesses, reflective processes, are also crucial, with self-
efficacy being an important factor influencing behavior
uptake [40]. The subcategory tailored to technology is
technology self-efficacy which refers to a person’s belief
in their capacity to effectively accomplish a techno-
logically advanced task [52]. It is well established that
technology self-efficacy is an important predictor of tech-
nology adoption in healthcare [53]. Higher technology
self-efficacy has been positively associated with medical
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students’ intention to learn technologies [45], healthcare
professionals’ readiness to adopt technologies [54] as
well as their intention to use nursing apps and Al tech-
nology [51, 55, 56]. In accordance with this large body of
research, it is hypothesized, that technology self-efficacy
is positively associated with Al learning and use inten-
tions among mental health practitioners (H2g, H3g).

Fourth, affinity for technology interaction represents
another motivational process. It serves as a fundamental
resource for technology adoption as it is characterized
as the tendency to proactively partake in extensive tech-
nological interaction [57]. Higher affinity for technology
was positively related to using a wider range of learning
strategies for different healthcare systems among physi-
cian trainees [58]. Among clinicians, a positive associa-
tion between affinity for technology and attitude towards
technology use has been found and higher technology
affinity was linked to a preference for more advanced
technologies [59, 60]. To the best of our knowledge, the
relationship between affinity for technology interaction
and the intention to learn or use Al technologies in men-
tal healthcare has not been investigated. Based on previ-
ous evidence from the medical context, we hypothesized
that affinity for technology interaction is positively asso-
ciated with Al learning and use intentions (H2h, H3h).

Finally, the relevance of people’s perception of their
social and professional role and identity as a motivational
factor has also been highlighted in the context of technol-
ogy adoption, often through professional identification.
Professional identification refers to the degree to which
an individual feels a deep connection and unity with their
chosen occupation [61]. Professional identification plays
an important role in the adoption of novel work behavior
[61], particularly important with the integration of AI-
enabled technologies that affects practitioners’ daily tasks
[62]. However, changes in the workplace are likely to be
resisted if they are perceived as a threat to professional
identity [63]. It has been shown that threats to profes-
sional identity directly impacted healthcare practitioners’
technology use [64]. Moreover, aligned professional
beliefs with the designated roles of technology are funda-
mental for technology adoption [65] as one’s professional
identification influences technology integration [63].
Given these insights, the following research questions are
proposed as we could not derive a clear direction of the
effects from the literature: Is professional identification
associated with Al learning intention (RQ5) and Al use
intention (RQ6)?

Prior research has shown that there are differences in
use intentions and its predictors across Al tools for dif-
ferent application areas [20]. As Al-enabled technolo-
gies in mental healthcare differ vastly in their purpose,
they might also be perceived differently by mental health
practitioners. Therefore, we believe it is important to
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look at the learning and use intentions and their ante-
cedents individually for each application area. Provid-
ing such a nuanced understanding enables technology
developers and healthcare organizations who purchase
these technologies to consider the factors relevant to the
tool in question, thereby facilitating a more efficient and
safe design and implementation process. As a consistent
methodology that allows comparisons across the differ-
ent application areas on the same level is fundamental
for this, we applied the same research design and sample
across all four application areas of Al-enabled technolo-
gies in mental healthcare. This allows us to systemati-
cally identify potential differences, ultimately resulting in
a comprehensive overview of different application areas
and their antecedents.

The present study

The main goal of this mixed method study was twofold.
First, we want to investigate mental health practitioners’
general understanding, familiarity, and experience with
Al technologies (RQ1 — RQ4) and their attitudes towards
different application areas of Al-enabled tools using
qualitative content and descriptive analysis. In this line,
we also examined differences in attitudes toward technol-
ogy across different professions, gender, and countries.
Second, this work aims to provide a differentiated insight
into factors associated with learning and use intentions
of Al-enabled technologies for mental health, separated
by application areas (H1, H2a — H2h, H3a — 3h, and RQ5
and RQ6). Gaining a deeper understanding of the relative
importance of individual factors might help for deriving
training and intervention strategies tailored specifically
towards practitioners’ needs for different technology
application areas.

Methods

Participants

Data for the pre-registered (https://osf.io/9jxwy/) cros
s-sectional, mixed-methods survey study was collected
between July and October 2023. Participants included
psychotherapists in training, psychotherapists, psy-
chiatrists, and clinical psychologists. Participants were
recruited via emails distributed among universities and
psychotherapy training institutes in Germany and the
US, social media postings, and Prolific. The online survey
was available in German and English language. For the
German version of the survey, all items were translated
using back-and-forth translation. The English version
of the survey can be found in the online Supplementary
Material 1 and the German version on OSF (https://osf.io
/9jxwy/). In total, 670 mental health practitioners agreed
to participate, of which 227 did not finish the survey and
51 failed at least one attention check item, resulting in
N= 392 participants included in the data analysis. This
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Table 1 Participant demographics

N (%) or M (SD)
Age 34.34(10.46)
Gender
Female 291 (74.2%)
Male 92 (23.5%)

Non-binary/third gender 7 (1.8%)
NA 2 (0.5%)
Profession?

Psychotherapist in training 235 (60.0%)

Psychotherapist 73 (18.6%)
Psychiatrist 39 (9.9%)
Clinical psychologist 42 (10.7%)
Others 3(0.8%)
Therapeutic approach®
(Cognitive) behavioral therapy 276 (56.8%)
Psychodynamic therapy 94 (19.3%)
Psychoanalytic therapy 29 (6.0%)
Systemic therapy 30 (6.2%)
Other® 57 (11.7%)
Workplace
Practice 69 (13.5%)
Private practice 63 (12.3%)
General hospital (i.e,, Psycho-oncology) 30 (5.9%)

Specialist hospital for psychiatry, psychotherapy, 118 (23.0%)
psychosomatic medicine or neurology
Rehabilitation clinic 26 (5.1%)
(University) outpatient clinic 112 (21.9%)
Community mental health center/counseling center 48 (9.4%)
Other 46 (9.0%)

Professional experience (in years) 5.89 (7.26)

N=392, Ngerman = 236; Nys = 156; NA = participants preferred not to answer
@ Multiple answers possible
b the list with the final data can be found on OSF
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number exceeds the average response rates in surveys
[66] and the minimum sample size determined by the a
priori power analysis for structural equation modeling
(SEM), which required at least 50 practitioners per coun-
try (Germany and US). Demographic information of the
included participants can be found in Table 1. The study
was approved by the Ethics Committee of the University
of Regensburg (23-3365- 101).

Procedure

First, demographic and occupation-related information
was assessed in the survey. Second, participants’ under-
standing of, familiarity and experiences with, and use of
Al-enabled tools were assessed. Third, participants were
then introduced to the four different application areas of
Al-enabled technologies in mental health. For each area,
participants received a short description and an example
(see Table 2), derived from existing research and applica-
tions (see online Supplementary Material 2). We measured
learning and use intentions as dependent variables for each
application area, the individual level factors as predictor
variables, several control and occupation-related variables
(occupation, therapeutic approach, workplace, working
experience in years) as described in the subsequent section.

Measurements

Understanding

Participants were asked to describe what they understand
by Al-enabled technologies in the field of psychotherapy/
psychiatry and how they could be used in their daily work
in their own words, using an open text box.

Familiarity

Next, they were asked to choose one of three options
regarding their familiarity with Al-enabled technologies
(a: “I have never heard of Al-enabled technologies in psy-
chotherapy/psychiatry”; b: “I have heard of Al-enabled

Table 2 Description of the different application areas shown to the participants

Application area Description

Example

Diagnostics

Intervention and treatment

Feedback for practitioners

Practice management/organization

Al-enabled methods are used to screen or diagnose
mental disorders. This can be done, for example, by
analyzing the patient’s speech, voice, facial expressions,
or other patient data.

Al-enabled methods are used to support interventions
and treatments and/or enable (personalized) therapy
and/or intervention recommendations.

Al-enabled methods are used to provide practitioners
with feedback on their therapeutic work (especially
conversational skills).

Al-enabled methods are used to automate administra-
tive tasks and practice management.

Speech software for a more differentiated determination
of the severity of the patient’s depression.

Algorithmic analysis of biological markers for the selec-
tion of psychotropic drugs individually tailored to the
patient.

Software that analyzes audio recordings of therapy ses-
sions and produces a report on strengths (e.q., optimal
use of reflections) and suggestions for improvement
(e.g., more open questions).

Automated processing of inquiries (e.g., frequently asked
questions, appointments) or automated integration of
audio recordings of sessions into medical records.
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technologies in psychotherapy/psychiatry”; c: “I have
actively looked into Al-enabled technologies in psycho-
therapy/psychiatry”). Participants who had stated to have
heard of Al-enabled technologies were asked in which
context they did so (open question). Participants who had
stated that they actively looked into AI technology, were
given three context options: “I have informed myself
independently (e.g., online,...); “I attended voluntary
information sessions on Al-enabled technologies in psy-
chotherapy/psychiatry’, and “I have participated in train-
ings on this topic (e.g., to get training points).”

Use

To determine previous use, participants were asked to
state whether they had used Al-enabled technologies in
their clinical practice (yes/no).

Dependent variables

Two dependent variables, learning intention and use
intention, were assessed for each of the four described
application areas for Al tools in mental health. Learning
intention was measured with “I intend to learn about Al
technologies in [application area]” on a 5-point Likert
scale from 1 (strongly disagree) to 5 (strongly agree) based
on Venkatesh et al. [29]. Similarly, use intention was
assessed with the item “I intend to use Al technologies
in [application area] in my work” with the same response
format [29].

Predictor variables

Medical Al readiness

Cognitive, vision and ethical readiness for medical Al was
based on the Medical Artificial Intelligence Readiness
Scale (MAIRS) from Karaca et al. [46]. For each of the
subscales we omitted items for two reasons. First, items
measuring the actual use of technology were removed,
as we assumed that most practitioners are not currently
using Al-enabled tools and therefore these questions
could not be answered properly. Second, items with low
factor loadings were removed to keep the survey reason-
ably short. Consequently, we included 11 items, rated
on a 5-point Likert scale from 1 (strongly disagree) to 5
(strongly agree). The scale showed acceptable (v, =
0.79; dtgghics = 0.73) to good internal consistency (acognition
=0.81).

Anxiety

Al learning anxiety, job replacement anxiety and socio-
technical blindness were assessed using the 18-item Arti-
ficial Intelligence Anxiety Scale (AIAS) by Wang & Wang
[49] on a 7-point Likert scale from 1 (strongly disagree) to
7 (strongly agree). The internal consistency of the socio-
technical blindness subscale was acceptable (g, ciotechnical
= 0.78), that of the job replacement anxiety subscale good
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(@obreplacement = 0-87) and that of the Al learning anxiety
subscale was excellent (&) ¢yrping = 0.93).

Affinity for technology interaction

Affinity for technology interaction was measured with the
Affinity for Technology Interaction Scale (ATI-S [67]).
The four items were rated on a 7-point Likert scale from
1 (completely disagree) to 7 (completely agree). The scale
showed good internal consistency (@aginity for technology =
0.81).

Technology self-efficacy

Technology self-efficacy was assessed using the five-item
scale of McDonald and Siegall [52] on a 7-point Lik-
ert scale from 1 (strongly disagree) to 7 (strongly agree).
The internal consistency of the scale was acceptable
(aTechnology selfefficacy = 0.71).

Professional identification

Professional identification was measured using the
five items from Hekman et al. [61] on a 5-point Lik-
ert scale from 1 (strongly disagree) to 5 (strongly agree).
The scale showed acceptable internal consistency

(aProfessional identification = 0.77).

Control variables

Age, gender, and personality were included as control
variables based on research showing that all three vari-
ables have an impact on technology adoption [31, 32, 34—
36]. Participants’ personality traits were assessed using
the Big Five Inventory [68], on a 5-point Likert scale from
1 (strongly disagree) to 5 (strongly agree), including the
main dimensions openness, conscientiousness, extraver-
sion, agreeableness, and neuroticism. The internal con-
sistency of four of the Big Five subscales ranged from
to acceptable to gOOd (aOpenness = 0.72; Acongcientiousness =
0‘77; QExtraversion = 0'84; ANeuroticism — 0‘74)' with Only the
subscale agreeableness showing a sufficient internal con-
sistency (@agrecableness = 0-58) [68].

Data analysis

Data was analyzed using R (Version 4.3.2, R Core Team,
2023). Answers to the open questions were coded using
Excel.

Qualitative and descriptive analysis

First, we conducted a qualitative content analysis to get
in-depth insights into mental healthcare practitioners’
understanding of Al-technology for their field of work
(RQ1), and allowing for participants’ viewpoints to
emerge [69]. To gain these insights, we used a deductive
thematic analysis [70] to identify how many types of Al
applications were mentioned by practitioners. Partici-
pants’ responses were clustered into the four predefined
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application areas and then analyzed for their frequency,
to gain insights about the most known and common
areas. Further, the precision of their description of AI-
enabled technologies in mental healthcare was assessed.
We examined whether practitioners could not give a
description if the descriptions solely included the tech-
nology’s potential area of application or if also the tool’s
underlying functions or operational mechanism were
explained properly. For answers to the open question
regarding the context in which they have heard about the
Al technologies (RQ3), an inductive approach [70] was
employed to identify recurrent categories within the data.
Participants’ responses were coded based on similarities
and organized subsequently into themes representing
higher-level concepts. All responses were independently
coded by two researchers to review and validate the iden-
tified themes with subsequent discussion in cases with
coding discrepancies. The code book can be found in the
online material on OSF (https://osf.io/9jxwy/).

SEM

Next, to look at the learning and use intentions, we speci-
fied one SEM model for each application area using the
‘lavaan’ package [71]. Confirmatory factor analyses (CFA)
were calculated for each model. For the model fit, root-
mean-square error of approximation (RMSEA) values
smaller than 0.05 are considered good and smaller than
0.08 acceptable [72]. Standardized root-mean-square
residual (SRMR) values up to 0.08 are considered satis-
factory [73]. Models showing comparative fit index (CFI)
and Tucker Lewis index (TLI) values near to or surpass-
ing 0.90 possess a reasonable level of fit [73]. For each
application area, we analyzed models to predict learning
and use intention from the predictor variables and the
control variables age, gender, and personality. Further,
we calculated three more parsimonious theoretical mod-
els to avoid overfitting and ensure the distinctness of the
variables. For the first parsimonious model, we combined
the subscales of readiness for medical Al In the second
parsimonious model, the subscales of Al anxiety were
merged, and in the third parsimonious model, affinity
for technology interaction and technology self-efficacy
were combined. All in all, SEMs were calculated for one
research model per application area with and without
control variables, as well as the three more parsimonious
models, totaling eleven models.

Explorative analysis of demographic and tool differences

Finally, for the analysis of potential group differences, we
assessed the mean values, standards deviations, and cor-
relations between the variables used in the SEM. Group
differences across the four application areas and practi-
tioners’ subgroups (profession, gender, country) were
assessed using t-tests or one-way ANOVAs with post-hoc
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Tukey-HSD. The data was found to be normally distrib-
uted following testing for assumptions, with only minor
violations observed for learning and use intentions. How-
ever, simulation studies demonstrated that, particularly
in studies with larger samples, such violations have a neg-
ligible impact on the results [74]. Additionally, familiarity
and use experiences with Al-enabled technologies among
mental health practitioners and their context (RQ2 -4)
were analyzed descriptively.

Results

Practitioners' understanding and familiarity with different
application areas

When participants were asked to explain their under-
standing of Al-enabled technologies in mental healthcare
and how they could be used in their daily work in their
own words, 10.5% could not provide a description. Over
half of those that provided a description (53.7%) men-
tioned only one application area, while a further 37.6%
stated two categories (RQ1). Merely 8.1% of participants
named three areas, whilst only 0.6% of participants (n = 2)
listed all four. Al-enabled tools for supporting treatment
decisions emerged as the most frequently mentioned area
(69.8%), followed by diagnostic (43.4%) and practice man-
agement tools (41.1%). Only six participants mentioned
feedback tools (1.7%). Participants exhibited varying lev-
els of precision in the description of these technologies,
however mostly demonstrating a basic understanding
through their explanations. While a majority provided
less detailed statements, such as indicating AI’s role
as “diagnostic assistance” (Clinical psychologist, 45), a
minority offered more elaborate descriptions, exempli-
fied by one professional’s description that “AI could help
to make diagnosis [...] more efficient and precise by pool-
ing larger data sources together (e.g., interview data,
EHR data, patient-reported outcomes, biomarker data)”
(Clinical psychologist, 47). For treatment tools, most
participants also solely addressed their general purpose,
such as “tools that have been programmed to respond to
folks in crisis” (Psychotherapist in training, 32). A smaller
subset displayed a deeper understanding by mentioning
the underlying working mechanism: “By considering an
individual’s unique history, symptoms, and responses
to therapy, Al can recommend specific interventions
and strategies tailored to their needs” (Psychiatrist, 69).
Professionals mostly described feedback tools briefly as
tools that “give input into your performance as a thera-
pist” (Clinical psychologist, 26). Only two participants
provided additional information by stating that “there are
programs that listen to and transcribe therapy sessions
and from this identify themes, relational patterns, and
can even rate the therapist on various qualities and sug-
gest interventions” (Clinical psychologist, 35). Likewise, a
disparity in the precision level of participants’ responses
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emerged about practice management tools, ranging from
succinct descriptions, such as “documentation of visit”
(Psychiatrist, 46) and “can be used to write notes” (Psy-
chotherapist, 34) to more elaborate insights: “I think pre-
dictive text could be used for things like notes and that
Al software can be used for recording and transcribing
sessions, and then generating notes” (Clinical psycholo-
gist, 33).

Experiences of mental health practitioners with Al-enabled
technologies

Nearly half of the practitioners (n= 178, 45.4%) stated
that they have never heard of Al-enabled technologies
in the field of psychotherapy/psychiatry, while 44.9% (n =
176) did (RQ2). Figure 2 displays their sources of infor-
mation. Overall, only 9.7% (n= 38) actively looked into
this topic, whose majority obtained information indepen-
dently through online research (n= 29, 76.3%). A further
10.5% (n= 4) stated that they attended voluntary infor-
mation sessions and only 13.2% (n= 5) participated in
formal trainings (RQ3). The vast majority of participating
practitioners (n= 366, 93.37%) have not used Al-enabled
technologies in their clinical practice (RQ4).

Mainstream media
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Learning and use intentions across application areas

The data were normally distributed, with mild violations
for learning and use intentions. However, simulation
studies showed that especially for larger samples as in
our study, mild violations have little to no effect on the
results. The overall learning intention was significantly
higher than the overall use intention, £(781) =8.17, p<
0.001, d = 0.584; M ¢yrning = 3-65, SD| earning = 0-88; My, =
3.14, SDyy,, = 0.88). Further, both differed across the four
application areas. Practitioners’ intention to learn was
significantly higher for Al-enabled management tools
(M= 3.91, SD=1.01) compared to diagnostic (M= 3.53,
SD=1.12), treatment (M= 3.65, SD = 1.09), and feedback
tools (M= 3.53, SD= 1.19; F(3, 1564) =10.38, p< 0.001,
qp2= 0.02; see Fig. 3a). Practitioners’ use intentions were
significantly higher for Al-enabled tools for feedback
(M= 3.13, SD = 1.22) than diagnosis (M = 2.78, SD=1.15)
and again, for management tools (M= 3.70, SD= 1.10)
compared to diagnosis, treatment (M= 2.96, SD= 1.16),
and feedback (F(3, 1564) =46.2, p< 0.001, np2= 0.08; see
Fig. 3b). The results indicate that mental health practitio-
ners are more hesitant to learn about and use Al-enabled
tools that are more patient-centered compared to more
therapist-centered tools that have a less direct influence
on decisions that affect patients.

227%
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Fig. 2 Distribution of sources of information regarding Al-enabled technology for mental health. Responses from participants who heard of Al in mental
health (n=176). Mainstream media included media coverage, news, internet, social media, podcasts, and newspaper articles
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Fig. 3 a Learning intentions and b use intentions across the different application areas. * p < 0.05; ** p < 0.01, *** < 0.001

Table 3 Goodness-of-fit indices for each model for each application area

7 (df) RMSEA SRMR CFI TLI
Model 1 - Diagnostic 1782.87 (806) 0.056 0.062 0.892 0.879
Model 2 — Treatment 1773.36 (806) 0.056 0.062 0.893 0.880
Model 3 — Feedback 1778.71 (806) 0.056 0.062 0.893 0.880
Model 4 — Management 1767.75 (806) 0.055 0.061 0.894 0.881

RMSEA and SRMR <0.08; CFland TLI < 0.9

Learning and use intentions across different occupational
and demographic groups

Learning and use intentions differed across occupations,
with psychiatrists reporting significantly higher inten-
tions to learn (F(4, 387) =4.87, p= 0.002, r]p2= 0.04) and
use Al-enabled technologies compared to psychothera-
pists in training, psychotherapists, and clinical psycholo-
gists (F(4, 387) =4.52, p=0.001, r]p2= 0.04; see Table Al
in the online Supplementary Material 2). All other differ-
ences were non-significant (p> 0.05). Male practitioners
showed higher learning intentions (£(153.39) =2.95, p=
0.004, d= 4.17) and use intentions compared to female
practitioners (#(134.73 =3.02, p= 0.003, d= 3.45; see
Table Al in the online Supplementary Material 2). Ger-
man practitioners reported significantly lower learning
intentions compared to their US counterparts, £(363.55)
= - 4.03, p< 0.001, d = 4.57), however, surprisingly, their
use intentions did not differ significantly (p > 0.05).

SEM

For all variables used in the SEM models, means, stan-
dard deviations, and correlations can be found in Table
A2 in the online Supplementary Material 2. Across all
four application areas, the complete models showed bet-
ter fit indices than the parsimonious models, indicating
that the model variables were sufficiently distinct (see
Table A3 in the online Supplementary Material 2). In
all models, one item from the technology self-efficacy
scale had standardized factor loadings below 0.40 and
was therefore excluded [75]. The measurement model
of the initially proposed model showed only a partially

acceptable fit. Therefore, a second version was calculated,
which included the correlated error terms for the two
reversed-worded items of the ATI scale. Correlating the
measurement errors did not significantly alter the param-
eter estimates of the underlying measurement model.
Table 3 shows the fit indices for each of the final models.
The model fit indices for RMSEA (< 0.056) and SRMR
(< 0.063) are acceptable to good. The CFI and TFI close
to 0.9 are considered marginal levels [76]. As the cutoft-
levels for the goodness-of-fit indices depend on model
characteristics, such as the sample size and number of
variables [77], the complexity of the model and rather
small sample size might be the reasons for the CFI and
TLI just below the threshold [78].

The results of the final SEM models are presented in
Tables A4— A7 in the online Supplementary Material
2. All significant paths are highlighted in Fig. 4. Table 4
shows the SEM results across all four application areas.
Across the four models, the control variables alone
explained 2.2—4.8% of the variance in learning intentions
and 1.3-5.1% in use intentions, and the predictor vari-
ables accounted for 46.7-61.0% of the variance in learn-
ing intentions and 8.1-17.0% in use intentions. Overall,
the relations to use intentions are quite robust while
they differ more across the different application areas
for learning intentions. Across all application areas, the
intention to learn about Al-enabled technologies was
positively associated with the intention to use these tech-
nologies, supporting H1 for each model. Some paths for
the subconstructs of medical artificial intelligence readi-
ness, Al anxiety, beliefs about technological capabilities
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and professional identity were also relevant across all
application areas, however, others differed for each appli-
cation area (see Table A4— A7 in the online Supplemen-
tary Material 2).

Regarding AI knowledge, cognitive readiness (H2a)
was positively associated with the learning intention of
the feedback tool, vision readiness (H2b) with the learn-
ing intention of the feedback tool, and ethical readiness
(H3c) with the use intention across each application
area. For the automatic motivational factor Al anxiety,
sociotechnical blindness (H2e) demonstrated a posi-
tive relationship with the learning intentions of the
treatment and practice management tool. For reflective
motivational factors, technology self-efficacy (H3g) was
negatively related to the use intentions for the diagnos-
tic, treatment, and practice management tool. Further,
practitioners’ affinity for technology interaction showed
a consistent positive link with the use intentions for all
application areas, supporting H3 h for each model. Lastly,
professional identification (RQ5) was positively associ-
ated with the learning intention for the diagnostic, treat-
ment, and feedback tool.

Controlling for age, gender, and personality did not
substantially affect the models for treatment and feed-
back tools. For the diagnostic tool, the association
between professional identification and learning inten-
tion, and for practice management tools, the association
between cognitive readiness and learning intention were
no longer significant (see Table A8— All in the online
Supplementary Material 2).

Discussion

Amidst the increasing integration of Al-enabled technol-
ogies in healthcare, the present study investigated mental
health practitioners’ understanding and familiarity across
different application areas for Al-enabled support tools
in mental healthcare. Additionally, we examined factors
influencing the intention to learn and use Al-enabled
technologies across the different areas.

Current familiarity gaps among mental healthcare
professionals

Our study reveals a limited understanding of Al-enabled
technologies and significant gap in mental health prac-
titioners’ familiarity with Al-enabled tools for mental
health, with nearly half of the surveyed practitioners
unaware of these technologies. This low familiarity indi-
cates that many professionals are not informed about
the development and potential clinical applications of
Al in mental healthcare. Additionally, practitioners pri-
marily gained information through mainstream media
such as social media or newspaper articles and less than
one-tenth of practitioners who had heard about Al tech-
nologies received formal education on the topic, a trend
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consistent with prior research [79]. Furthermore, the
present findings align with an international survey of
psychiatrists, which found that less than a quarter had
received formal technology training [80]. Adding to the
literature, the fact that the majority of our participants
were psychotherapists currently enrolled in training sug-
gests that current training programs may not adequately
cover Al-related topics, thereby limiting practitioners’
exposure and understanding. As a lack of training and
instructions on technology use in healthcare further
contributes to an unsafe work environment and medical
errors [25], the results underline the need of adjusting the
training to emerging technologies.

Professionals’ varying adoption intentions and application-
specific hesitation
The surveyed practitioners were more inclined towards
learning rather than actively using Al-enabled tech-
nologies in their clinical practice. This supports exist-
ing literature indicating that learning and use intentions
represent different levels of engagement with technology
[27, 28]. For the more practical level of intending to use
technologies, practitioners’ main concerns regarding Al
technologies, including the lack of transparency of model
predictions, data privacy, cyber security, and patient
safety [45], might have contributed to their greater use
hesitation. Besides, awareness of the need to inform
patients about the use of Al technologies in psychothera-
peutic decisions and obtain their consent [81, 82], along
with understanding how these issues affect their work
and patients, might contribute to lower usage intentions.
Moreover, participants demonstrated different lev-
els of willingness to engage with Al-enabled technolo-
gies across the application areas. Notably, they were less
hesitant towards clinician-centered feedback or prac-
tice management tools compared to patient-centered
tools, aligning with previous findings [20, 83]. This may
be attributed to the higher stakes associated with using
technology to inform diagnosis or treatment decisions
compared to receiving feedback or administrative sup-
port as diagnostic or treatment errors can have severe
negative consequences, potentially resulting in wrong or
delayed treatment and a worse prognosis [84, 85].
Additionally, our results revealed profession-specific
differences, with psychiatrists demonstrating higher
learning and use intentions compared to psychothera-
pists and clinical psychologists. This difference might
stem from the specific characteristics of education and
work in each occupation. Psychiatrists undergo medical
training that already integrates Al-enabled technologies
into the curricula, albeit with a focus on other specialties
[86]. However, their greater exposure to clinical technol-
ogies and closer connection to the broader medical field,
where Al use is more prevalent than in psychology, might
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contribute to their higher adoption intentions. Addition-
ally, since medical prescription are part of psychiatrists’
daily tasks and this area holds widespread potential for
AT utilization (for instance see [11]), it might be more
natural for them to envision using Al into their practice.
The practices of psychotherapists and clinical psycholo-
gists in turn are centered more around interpersonal
treatment and the patient-therapist relationship [87]. In
this context, technology is often perceived not as a sub-
stitute for human care [83], hence, it may be challeng-
ing for psychotherapists to envision the integration of Al
technology into their professional practice, possibly lead-
ing to their greater hesitation.

Individual-level predictors of Al adoption intentions

We found a robust association between the intention to
learn and use Al-enabled technologies across all appli-
cation areas. This aligns with results showing that the
willingness to engage in training enhances professionals’
intention to use Al technologies [26]. Consequently, will-
ingness to learn is a first step in engaging with AI technol-
ogies and understanding the predictors for both learning
and use intention is important. Notably, it is possible,
that the difference in explained variance between learn-
ing and use intentions may result from the limited famil-
iarity and experience with Al technology. As engagement
with Al is a rather gradual process, individuals first need
to build familiarity before transitioning to actual use. As a
result, learning intention, which is considered a less prac-
tical level [27], may be shaped more strongly by motiva-
tional factors of less familiar and experienced individuals,
with use intention potentially remaining constrained by
the lack of prior exposure and the higher stakes of actual
implementation.

First, regarding Al knowledge, the domain ethical readi-
ness emerged as a significant predictor for use inten-
tions across all application areas, making it a driving
force for the intention to use Al-enabled technologies in
healthcare. This is in line with research showing that AI
ethics awareness was positively correlated with the use
intention of Al-based technology in nursing care [51].
The consistent link across all application areas may be
explained by the high value of ethics in mental health.
Besides general medical ethics, it encompasses elements
such as the emotional therapist-patient relationship and
handling highly sensitive information, requiring strict
adherence to ethical standards [88].

However, learning intentions were influenced differ-
ently depending on the application area. On the one
hand, the ability to anticipate the technology’s potential
impact, involving a deeper understanding of the technol-
ogies’ strengths and weaknesses (vision readiness), was
positively associated with the intention to learn about
treatment support tools. As practitioners were most
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familiar with treatment tools, it is not surprising that
practitioners with a more nuanced understanding are
more likely to deepen their knowledge in tools they are
already familiar with, likely aiming to refine their knowl-
edge. On the other hand, the basic understanding about
Al technologies (cognitive readiness) was positively asso-
ciated with the intention to learn about feedback tools
which practitioners were least familiar with. Practitioners
with a basic understanding are therefore eager to explore
less familiar tools, potentially driven by curiosity and a
desire to broaden their knowledge. Hence, the findings
suggest that learning intentions vary based on different
facets of practitioners’ Al knowledge, with a basic knowl-
edge leading to a higher intention to learn about new
tools and advanced knowledge driving deeper explora-
tion of known tools. These study findings on Al knowl-
edge might help to understand the mixed results found in
prior literature which showed a positive association with
general Al knowledge in some cases [20, 43], but not in
others [45]; while the present study shows that different
facets of Al knowledge have varying influences on the
adoption intentions for different tools.

Second, none of the subdimensions of Al anxiety
was associated with use intentions for any application
area, contrary to prior findings indicating that Al anxi-
ety impedes AI adoption [20, 50, 51]. However, previous
research concentrated on general Al anxiety, without
specifically addressing its nuanced facets [20, 50, 51]. For
instance, looking at the subdimension of job replacement
anxiety, the only moderate levels reported by our par-
ticipants (see Table A2) might have contributed to this
result, indicating that they do not view Al as a threat to
their profession. This finding aligns with research indi-
cating that only 4% of psychiatrists believe that future
technology will make their jobs obsolete [4, 83]. How-
ever, anxiety arising from the belief that AI systems
operate without human supervision (sociotechnical
blindness) was positively associated with the intention
to learn about two Al-enabled application areas: treat-
ment and practice management tools. Contrary to high
levels of anxiety, moderate anxiety, as in our study, can
have a positive effect on the learning motivation [89] and
this might explain the effect in the opposite direction.
The effect might have emerged particularly for these two
areas, as they are the ones practitioners are most eager
to learn about and, in the case of practice management
tools, intend to use. Given the pivotal role of human
oversight in successfully implementing Al technology,
which requires a certain level of tool understanding to
monitor its actions and decisions [90-92], practitioners
may be more inclined to learn about Al technologies they
see themselves engaging with, aiming to equip them-
selves for ensuring proper oversight if needed.
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Third, reflective motivational processes played a piv-
otal role in both learning and use intentions. Across three
application areas (diagnostic, treatment, and practice
management), professionals’ technology self-efficacy was
negatively associated with the intention to use diagnos-
tic, treatment, and practice management tools. How-
ever, we found a significant positive correlation between
technology self-efficacy and the overall use intention (see
Table A2). This discrepancy suggests a suppression effect
within the models. This effect occurs when there are mul-
tiple predictors in the model, and the overall predictive
power of the model is improved by the inclusion of addi-
tional predictors that uncover different associations com-
pared to when solely considering technology self-efficacy
[93]. Consequently, the association between technology
self-efficacy and the use intention is hard to interpret.
However, the suppression effect indicates that while
technology self-efficacy is negatively associated with the
use intention for some application areas, its overall posi-
tive correlation with the intention to use suggests that
practitioners with higher beliefs in their ability to effec-
tively perform technologically advanced tasks are more
inclined to use Al-enabled technologies, which aligns
with existing literature [51, 53-56].

Fourth, affinity for technology interaction, character-
ized by the enjoyment and comfort in interacting with
technology, showed a positive relationship with the use
intention for each tool category. This result was expected
based on research from broader hospital settings and
other medical domains demonstrating this positive
association [59, 60]. From a behavioral perspective,
cross-situational consistency may explain this finding as
people often maintain behavior across similar contexts
[94]. One’s overall positive perception in interacting with
technologies might therefore be also transferable to their
engagement with technologies at work.

Finally, a strong professional identity exhibited a posi-
tive association with intentions to learn about three
application areas (diagnostic, treatment, and feedback).
The non-significant association with the use of learning
intention for the practice management tools may relate
to the fact that practitioners do not see administrative
tasks as closely related to their identity as mental health-
care professionals. The positive association contributes to
existing literature by extending prior insights from gen-
eral healthcare contexts into mental healthcare [63, 65,
95]. Professional identity is a dynamic concept shaped
by various factors, including technology implementa-
tion [96, 97], and prompting (professionals like) mental
healthcare worker to continually assess alignment with
evolving work contexts [98, 99]. Despite limited aware-
ness of these technologies, strong identification with
their mental health role might motivate them to learn
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about technologies, facilitating adaption to workplace
changes and alignment with their professional identity.

Limitations and future research

Several limitations should be considered when inter-
preting the findings of this study. First, the brevity of
responses to the open-ended questions may stem from a
lack of motivation or time constraints. It is plausible that
practitioners possess a more extensive understanding
than was conveyed within their response. Future studies
could encourage participants to elaborate, for instance
by follow-up interviews designed to gather more infor-
mation on their understanding or by using more objec-
tive measures. Second, the inclusion of control variables
resulted in the non-significance of vision readiness and
professional identification on learning intentions in two
models. This, together with the suppression effect on
self-efficacy, underscores the complexity of the predic-
tors’ associations and highlights the need for further
exploration to understand the nuanced interplay of vari-
ables influencing the learning intentions of Al-enabled
technologies. Third, no causal relationships could be
observed and tested as the present study was cross-
sectional. In the future, longitudinal and experimental
designs should be employed. Fourth, the data for this
study was collected towards the end of 2023, and given
the rapid pace of Al development, studies on Al accep-
tance may not always fully reflect the latest advance-
ments. Future research should continue to account for
ongoing technological developments and their evolving
impact on Al acceptance. Fifth, the order in which the
four Al-enabled application areas were described was
not balanced. However, all four application areas were
presented to each participant, and the descriptions of
the application areas differed substantially, with each
description introducing a completely new area. Balanc-
ing the order of presentation could be addressed in future
research to enhance the robustness and generalizabil-
ity of the findings. Lastly, participants only got concise
descriptions of the different Al application areas with-
out the opportunity for direct practical interaction with
the technologies. This might have restricted participants’
depth of understanding and influenced their responses.
Future research should explore using detailed, compre-
hensive, and interactive representations of Al decision-
making processes and technologies [100, 101].

Practical implications

The fact that half of the practitioners have not heard
about Al-enabled technology in mental healthcare dem-
onstrates the need for formal education on this topic. The
integration of modules on Al-enabled technologies into
curricula and professional training programs holds the
potential to redirect professional educational frameworks
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towards future-oriented challenges like technology inter-
action. Better training regarding the use of technology
might prevent medical errors, as research has shown that
healthcare practitioners view a lack of technology train-
ing as a major cause of errors [25]. Taking it a step further,
our study results can also contribute to the development
of successful educational frameworks. For instance,
ethical knowledge seemed highly relevant for use inten-
tions, hence, education on ethical standards required
for technology use is one starting point to ensure their
safe and responsible use. As highlighted by Katznelson
and Gercke [102], incorporating Al ethics into health-
care training programs is crucial to prepare healthcare
professionals for the ethical complexities accompanying
Al implementation. Additionally, since affinity for tech-
nology interaction was consistently associated with use
intentions, the comfort of interacting with technology
should also be fostered via practical experiences and
on-the-job training. Moreover, addressing hesitations
early on or helping users overcome them could involve
considering predictors not only in the design of training
programs but also the technology itself. One potential
solution could involve ensuring more actively that the
technology utilizes health data in accordance with legal
and ethical norms. Although regulations such as the
MDR (Medical Device Regulation) and AIA (Artificial
Intelligence Act) are already in place [103], transparently
displaying the underlying norms to end users can simul-
taneously advance their ethical knowledge and ensure
adherence to ethical principles. With this, developers can
better serve practitioners’ needs and facilitate their adop-
tion of Al technologies in mental healthcare.

Conclusion

Our study reveals a substantial gap in mental healthcare
professionals’ familiarity of Al-enabled technologies in
their field. It further underscores the nuanced perception
of the different application areas, emphasizing the neces-
sity to consider not only the specific Al application area
but also the characteristics of different mental health pro-
fessionals during the implementation process. Recogniz-
ing the pivotal role of learning in initiating engagement,
our study suggests that cultivating such engagement via
tailored training programs considering robust factors like
individuals’ ethical knowledge and affinity for technology
interaction could subsequently enhance professionals’
inclination towards utilizing these novel technologies.
Moving forward, addressing important factors for each
application area will be crucial for the safe integration
of Al technologies into mental healthcare practices.
Doing so will help bridge the gap between the increasing
demand for mental healthcare and limited available ther-
apeutic resources, ultimately improving the accessibility
and effectiveness of mental health services.

Page 15 of 18

Abbreviations

Al Artificial Intelligence

AlA Artificial Intelligence Act

ANOVA  Analysis of Variance

CFA Confirmatory factor analyses

CFI Comparative Fit Index

H Hypothesis

MDR Medical Device Regulation

RMSEA Root-Mean-Square Error of Approximation
RQ Research Question

SEM Structural Equation Modeling

SRMR Standardized Root-Mean-Square Residual
T Tucker Lewis Index

Supplementary Information
The online version contains supplementary material available at https://doi.or
9/10.1186/512913-025-12715-8.

Supplementary Material 1.

Supplementary Material 2.

Acknowledgements
We thank Anna Sigl for her help in the qualitative data analysis.

Authors' contributions

J.C:: Conceptualization, Data curation, Formal analysis, Investigation,
Methodology, Project Administration, Visualization, Writing— Original

Draft. A-K. K: Conceptualization, Methodology, Supervision, Writing—
Review & Editing. E.L.: Funding acquisition, Writing— Review & Editing. S.G.:
Conceptualization, Methodology, Funding acquisition, Supervision, Writing—
Review & Editing.

Funding

Open Access funding enabled and organized by Projekt DEAL.

The research was funded by a grant from the Volkswagen Foundation (Grant
#: 98525).

Data availability
Additional supporting information can be found in the online appendices and
on OSF (https://osfio/9jxwy/).

Declarations

Ethics approval and consent to participate

The protocol for this study was approved by the Ethics Committee of the
University of Regensburg (23-3365-101). Before the start of the survey,
informed consent to participate was obtained from all participants.

Consent for publication
Not applicable.

Competing interests
The authors declare no competing interests.

Author details

'Department of Psychology, LMU Center for Leadership and People
Management, LMU Munich, Geschwister-Scholl-Platz 1, Munich
80539, Germany

’Department of Business Psychology, Technical University of Applied
Sciences Augsburg, An der Hochschule 1, Augsburg 86161, Germany
3UCL Global Business School for Health, University College London, 7
Sidings St, London E20 2 AE, UK

Received: 10 July 2024 / Accepted: 7 April 2025
Published online: 16 April 2025


https://doi.org/10.1186/s12913-025-12715-8
https://doi.org/10.1186/s12913-025-12715-8
https://osf.io/9jxwy/

Cecil et al. BMC Health Services Research

(2025) 25:556

References

1.

22.

World Health Organization. World Mental Health Report: Transforming men-
tal health for all. World Health Organization; 2022. Available from: https://ww
w.who.int/publications/i/item/9789240049338.

Minerva F, Giubilini A, Is. Al the Future of Mental Healthcare? Topoi. 2023.
[cited 2023 Jun 15]. Available from: https://doi.org/10.1007/s11245-023-0993
2-3.

Kellogg KC, Sadeh-Sharvit S, Pragmatic. Al-augmentation in mental health-
care: key technologies, potential benefits, and real-world challenges and
solutions for frontline clinicians. Front Psychiatry. 2022;13:990370.

Blease C, Locher C, Leon-Carlyle M, Doraiswamy M. Artificial intelligence and
the future of psychiatry: qualitative findings from a global physician survey.
Digit Health. 2020,6:2055207620968355.

Kleine AK, Lermer E, Cecil J, Heinrich A, Gaube S. Advancing mental health
care with Al-enabled precision psychiatry tools: A patent review. Comput
Hum Behav Rep. 2023;12:100322.

Allesge RL, Thompson WK, Bybjerg-Grauholm J, Hougaard DM, Nordentoft M,
WergeT, et al. Deep learning for Cross-Diagnostic prediction of mental dis-
order diagnosis and prognosis using Danish nationwide register and genetic
data. JAMA Psychiatry. 2023;80(2):146-55.

Kellogg KC, Sadeh-Sharvit S. Pragmatic Al-augmentation in mental health-
care: Key technologies, potential benefits, and real-world challenges and
solutions for frontline clinicians. Front Psychiatry. 2022,6:13.

Yadav U, Sharma AK. A novel automated depression detection technique
using text transcript. Int J Imaging Syst Technol. 2023;33(1):108-22.

Lee EE, Torous J, De Choudhury M, Depp CA, Graham SA, Kim HC, et al.
Artificial intelligence for mental health care: clinical applications, barriers,
facilitators, and artificial wisdom. Biol Psychiatry Cogn Neurosci Neuroimag-
ing. 2021,6(9):856-64.

Aafles-van Doorn K, Kamsteeg C, Bate J, Aafles M. A scoping review

of machine learning in psychotherapy research. Psychother Res.
2021;31(1):92-116.

Lin E, Lin CH, Lane HY. Precision psychiatry applications with pharmacoge-
nomics: artificial intelligence and machine learning approaches. Int J Mol Sci.
2020;21(3):969.

Cummins R, Ewbank MP, Martin A, Tablan V, Catarino A, Blackwell AD. TIM: a
tool for gaining insights into psychotherapy. In: The World Wide Web Confer-
ence. 2019. pp. 3503-6. https://dl.acm.org/doi/10.1145/3308558.3314128.
Flemotomos N, Martinez VR, Chen Z, Singla K, Ardulov V, Peri R, et al.
Automated evaluation of psychotherapy skills using speech and Language
technologies. Behav Res Methods. 2022,54(2):690-711.

Hirsch T, Soma C, Merced K, Kuo P Dembe A, Caperton DD, et al. "It's hard to
argue with a computer": Investigating Psychotherapists’ Attitudes towards
Automated Evaluation. In: Proceedings of the 2018 Designing Interactive
Systems Conference. 2018. pp. 559-71. https://dl.acm.org/doi/10.1145/31967
09.3196776.

Imel ZE, Pace BT, Soma CS, Tanana M, Hirsch T, Gibson J, et al. Design feasibil-
ity of an automated, machine-learning based feedback system for motiva-
tional interviewing. Psychotherapy. 2019;56(2):318.

Sadeh-Sharvit S, Camp TD, Horton SE, Hefner JD, Berry JM, Grossman E, et al.
Effects of an artificial intelligence platform for behavioral interventions on
depression and anxiety symptoms: randomized clinical trial. J Med Internet
Res. 2023;25(1):e46781.

Dawoodbhoy FM, Delaney J, Cecula P, Yu J, Peacock |, Tan J, et al. Al in patient
flow: applications of artificial intelligence to improve patient flow in NHS
acute mental health inpatient units. Heliyon. 2021,7(5):e06993.

Chen ZS, Prathamesh, Kulkarni, Galatzer-Levy IR, Bigio B, Nasca C, et al.
Modern Views of Machine Learning for Precision Psychiatry. Patterns.
22;3(11):100602.

Rajpurkar P, Chen E, Banerjee O, Topol EJ. Al in health and medicine. Nat Med.
2022,28(1):31-8.

Kleine AK, Kokje E, Lermer E, Gaube S. Attitudes toward the adoption of

2 artificial Intelligence-Enabled mental health tools among prospective
psychotherapists: Cross-sectional study. JMIR Hum Factors. 2023;10:46859.
Chekroud AM, Bondar J, Delgadillo J, Doherty G, Wasil A, Fokkema M, et

al. The promise of machine learning in predicting treatment outcomes in
psychiatry. World Psychiatry. 2021;20(2):154-70.

Hummelsberger P, Koch TK, Rauh S, Dorn J, Lermer E, Raue M, et al. Insights
on the current state and future outlook of Al'in health care: expert interview
study. JMIR Al. 2023;2:e47353.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

45.

Page 16 of 18

Pang TY, Lee TK, Murshed M. Towards a new paradigm for digital health train-
ing and education in Australia: exploring the implication of the fifth industrial
revolution. Appl Sci. 2023;13(11):6854.

Sharma A, Lin IW, Miner AS, Atkins DC, Althoff T. Human-Al collaboration
enables more empathic conversations in Text-based Peer-to-Peer mental
health support. Nat Mach Intell. 2023;5(1):46-57.

Gaube S, Cecil J, Wagner S, Schicho A. The relationship between health IT
characteristics and organizational variables among German healthcare work-
ers. Sci Rep. 2021;11(1):17752.

Choudhury A, Asan O. Impact of accountability, training, and human factors
on the use of artificial intelligence in healthcare: exploring the perceptions of
healthcare practitioners in the US. Hum Factors Healthc. 2022,2:100021.

Lo Presti A, De Rosa A, Viceconte E. | want to learn more! Integrating technol-
ogy acceptance and task-technology fit models for predicting behavioural
and future learning intentions. J Workplace Learn. 2021;33(8):591-605.
Holden RJ, Karsh BT. The technology acceptance model: its past and its future
in health care. J Biomed Inf. 2010;43(1):159-72.

Venkatesh M. Davis, Davis. User acceptance of information technology:
toward a unified view. MIS Q. 2003;27(3):425.

Davis F, Perceived, Usefulness. Perceived ease of use, and user acceptance of
information technology. MIS Q. 1989;13(3):319-40.

Knop M, Weber S, Mueller M, Niehaves B. Human factors and technological
characteristics influencing the interaction of medical professionals with artifi-
cial Intelligence-Enabled clinical decision support systems: literature review.
JMIR Hum Factors. 2022;9(1):e28639.

Felmingham CM, Adler NR, Ge Z, Morton RL, Janda M, Mar VJ. The importance
of incorporating human factors in the design and implementation of artificial
intelligence for skin cancer diagnosis in the real world. Am J Clin Dermatol.
2021;22(2):233-42.

Greenhalgh T, Wherton J, Papoutsi C, Lynch J, Hughes G, ACourt C, et al.
Beyond adoption: A new framework for theorizing and evaluating nonadop-
tion, abandonment, and challenges to the Scale-Up, spread, and sustainabil-
ity of health and care technologies. J Med Internet Res. 2017;19(11):e367.
Zhang X, Guo X, Lai K, hung, Guo F, Li C. Understanding gender differences in
m-Health adoption: A modified theory of reasoned action model. Telemed J
E-Health. 2013;20(1):39-46.

Liang Y, Lee SA. Fear of autonomous robots and artificial intelligence: evi-
dence from National representative data with probability sampling. Int J Soc
Robot. 2017;9(3):379-84.

Kaya F, Aydin F, Schepman A, Rodway P, Yetisensoy O, Demir Kaya M. The
Roles of Personality Traits, Al Anxiety, and Demographic Factors in Attitudes
toward Artificial Intelligence. Int J Human Comput Interact. 2022;40(2):1-18.
Eitle V, Buxmann P. Cultural Differences in Machine Learning Adoption: An
International Comparison between Germany and the United States. In:
European Conference on Information Systems (ECIS). 2020. Available from: ht
tps://aisel.aisnet.org/ecis2020_rp/138/.

Sindermann C, Sha P, Zhou M, Wernicke J, Schmitt HS, Li M, et al. Assessing
the attitude towards artificial intelligence: introduction of a short measure in
German, Chinese, and english Language. KI Kiinstl Intell. 2021;35(1):109-18.
Dingel J, Kleine AK, Cecil J, Sigl AL, Lermer E, Gaube S. Predictors of health
care practitioners’intention to use Al-enabled clinical decision support
systems: Meta-analysis based on the unified theory of acceptance and use of
technology. JMIR. 2024;26:257224.

Michie S, van Stralen MM, West R. The behaviour change wheel: A new
method for characterising and designing behaviour change interventions.
Implement Sci. 2011;6(1):42.

Nickbakht M, Meyer C, Scarinci N, Beswick R. Exploring factors influencing the
use of an eHealth intervention for families of children with hearing loss: an
application of the COM-B model. Disabil Health J. 2020;13(4):100921.

Park J, Woo SE. Who likes artificial intelligence?? Personality predictors of
attitudes toward artificial intelligence?. J Psychol. 2022;156(1):68-94.

Wagner G, Raymond L, Paré G. Understanding prospective physicians'inten-
tion to use artificial intelligence in their future medical practice: configura-
tional analysis. JMIR Med Educ. 2023;9:e45631.

Ter Harmsel JF, Smulders LM, Noordzij ML, Swinkels LTA, Goudriaan AE,
Popma A, et al. Forensic psychiatric outpatients'and therapists' perspectives
on a wearable biocueing app (Sense-IT) as an addition to aggression regula-
tion therapy: qualitative focus group and interview study. JMIR Form Res.
2023;7:e40237.

Li X, Jiang MYC, Jong MSY, Zhang X, Chai CS. Understanding Medical
Students' Perceptions of and Behavioral Intentions toward Learning Artificial
Intelligence: A Survey Study. Int J Environ Res Public Health. 2022;19(14):8733.


https://www.who.int/publications/i/item/9789240049338
https://www.who.int/publications/i/item/9789240049338
https://doi.org/10.1007/s11245-023-09932-3
https://doi.org/10.1007/s11245-023-09932-3
https://dl.acm.org/doi/10.1145/3308558.3314128
https://dl.acm.org/doi/10.1145/3196709.3196776
https://dl.acm.org/doi/10.1145/3196709.3196776
https://aisel.aisnet.org/ecis2020_rp/138/
https://aisel.aisnet.org/ecis2020_rp/138/

Cecil et al. BMC Health Services Research

46.

47.

48.

49.

50.

51

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

67.

68.

69.

(2025) 25:556

Karaca O, Galiskan SA, Demir K. Medical artificial intelligence readiness scale
for medical students (MAIRS-MS)- development, validity and reliability study.
BMC Med Educ. 2021;21(1):112.

Wang YM, Wei CL, Lin HH, Wang SC, Wang YS. What drives students'Al learn-
ing behavior: a perspective of Al anxiety. Interact Learn Environ. 2022,32(6).
Johnson DG, Verdicchio M. Al anxiety. J Assoc Inf Sci Technol.
2017,68(9):2267-70.

Wang YY, Wang YS. Development and validation of an artificial intelligence
anxiety scale: an initial application in predicting motivated learning behavior.
Interact Learn Environ. 2022;30(4):619-34.

Almarzougi A, Aburayya A, Salloum SA. Determinants predicting the elec-
tronic medical record adoption in healthcare: A SEM-Artificial neural network
approach. PLoS One. 2022;17(8):e0272735.

Kwak Y, Seo YH, Ahn JW. Nursing students'intent to use Al-based healthcare
technology: path analysis using the unified theory of acceptance and use of
technology. Nurse Educ Today. 2022;119:105541.

McDonald T, Siegall M. The effects of technological Self-Efficacy and job
focus on job performance, attitudes, and withdrawal behaviors. J Psychol.
1992;126(5):465-75.

AlQudah AA, Al-Emran M, Shaalan K. Technology acceptance in healthcare: A
systematic review. Appl Sci. 2021;11(22):10537.

Ngusie HS, Kassie SY, Chereka AA, Enyew EB. Healthcare providers'readiness
for electronic health record adoption: a cross-sectional study during pre-
implementation phase. BMC Health Serv Res. 2022;22(1):282.

Pan M, Gao W. Determinants of the behavioral intention to use a mobile nurs-
ing application by nurses in China. BMC Health Serv Res. 2021;21(1):228.
ZhaH, LiuK, Tang T, Yin YH, Dou B, Jiang L, et al. Acceptance of clinical deci-
sion support system to prevent venous thromboembolism among nurses: an
extension of the UTAUT model. BMC Med Inf Decis Mak. 2022;22(1):221.
Franke T, Attig C, Wessel D. A personal resource for technology interaction:
Development and validation of the Affinity for Technology Interaction (ATI)
scale. 2019.

Wensing M, Paech B, Roth C, Schwill S. Learning, Understanding and the use
of information technology: a survey study among primary care physician
trainees. BMC Health Serv Res. 2019;19(1):728.

Labinsky H, Ukalovic D, Hartmann F, Runft V, Wichmann A, Jakubcik J, et al. An
Al-Powered clinical decision support system to predict flares in rheumatoid
arthritis: A pilot study. Diagnostics. 2023;13(1):148.

Maassen O, Fritsch S, Gantner J, Deffge S, Kunze J, Marx G, et al. Future mobile
device usage, requirements, and expectations of physicians in German uni-
versity hospitals: Web-Based survey. ] Med Internet Res. 2020;,22(12):23955.
Hekman DR, Steensma HK, Bigley GA, Hereford JF. Effects of organizational
and professional identification on the relationship between administrators’
social influence and professional employees'adoption of new work behavior.
J Appl Psychol. 2009;94(5):1325-35.

Gillan C, Milne E, Harnett N, Purdie TG, Jaffray DA, Hodges B. Professional
implications of introducing artificial intelligence in healthcare: an evalu-
ation using radiation medicine as a testing ground. J Radiother Pract.
2019,18(1):5-9.

Liu Q Geertshuis S. Professional identity and teachers'learning technology
adoption: a review of adopter-related antecedents. In: Proceedings ASCILITE.
2016. Available from: https://publications.ascilite.org/index.php/APUB/article
/View/809/713.

Jussupow E, Spohrer K, Heinzl A. Identity threats as a reason for resistance to
artificial intelligence: survey study with medical students and professionals.
JMIR Form Res. 2022:6(3):28750.

Greenhalgh T, Abimbola S. The NASSS Framework- A synthesis of mul-

tiple theories of technology implementation. Stud Health Technol Inf.
2019;263:193-204.

Wu MJ, Zhao K; Fils-Aime F. Response rates of online surveys in published
research: A meta-analysis. Comput Hum Behav Rep. 2022,7:100206.

Wessel D, Attig C, Franke T. ATI-S - An Ultra-Short Scale for Assessing Affinity
for Technology Interaction in User Studies. In: Proceedings of Mensch und
Computer 2019. Hamburg: ACM; 2019. p. 147-54. [cited 2023 May 19]. Avail-
able from: https://dlacm.org/doi/10.1145/3340764.3340766.

Rammstedt B, Kemper CJ, Klein MC, Beierlein C, Kovaleva A. Big Five Inven-
tory (BFI-10). Zusammenstellung sozialwissenschaftlicher ltems und Skalen
(Z1S) [Compilation of social science items and scales]. 2014. https://doi.org/10
6102/zis76.

Sandelowski M. What's in a name? Qualitative description revisited. Res Nurs
Health. 2010;33(1):77-84.

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.

9.

92.

93.

94.

95.

Page 17 of 18

Fereday J, Muir-Cochrane E. Demonstrating rigor using thematic analysis: A
hybrid approach of inductive and deductive coding and theme develop-
ment. Int J Qual Methods. 2006;5(1):80-92.

Rosseel Y. lavaan: An R Package for Structural Equation Modeling. J Stat Soft.
2012. [cited 2024 Jul 3]. Available from: https.//wwwjstatsoft.org/index.php/j
ss/article/view/v048i02.

Browne MW, Cudeck R. Alternative ways of assessing model fit. Sociol Meth-
ods Res. 1992;21(2):230-58.

Hu L, Bentler PM. Cutoff criteria for fit indexes in covariance structure analysis:
conventional criteria versus new alternatives. Struct Equ Model Multidiscip J.
1999;6(1):1-55.

Lumley T, Diehr P Emerson S, Chen L. The importance of the normal-

ity assumption in large public health data sets. Annu Rev Public Health.
2002,23(1):151-69.

Cheung GW, Cooper-Thomas HD, Lau RS, Wang LC. Reporting reliability,
convergent and discriminant validity with structural equation model-

ing: A review and best-practice recommendations. Asia Pac J Manag.
2024,41:745-83.

Hair JF, Anderson R, Tatham R, Black W. Multivariate Data Analysis. 5th ed.
Prentice Hall; 1998. ISBN:0138948585

Hair JF, Black WC, Babin BJ. Multivariate Data Analysis: A Global Perspective.
7th ed. Pearson Education; 2010. ISBN:0135153093

Kim H, Ku B, Kim JY, Park YJ, Park YB. Confirmatory and exploratory factor
analysis for validating the phlegm pattern questionnaire for healthy subjects.
Evid Based Complement Altern Med ECAM. 2016;2016:2696019.

Pucchio A, Rathagirishnan R, Caton N, Gariscsak PJ, Del Papa J, Nabhen JJ, et
al. Exploration of exposure to artificial intelligence in undergraduate medical
education: a Canadian cross-sectional mixed-methods study. BMC Med Educ.
2022;22(1):815.

Bauer R, Glenn T, Monteith S, Whybrow PC, Bauer M. Survey of psychiatrist
use of digital technology in clinical practice. Int J Bipolar Disord. 2020;8(1):29.
Fiske A, Henningsen P, Buyx A. Your robot therapist will see you now: ethical
implications of embodied artificial intelligence in psychiatry, psychology, and
psychotherapy. J Med Internet Res. 2019;21(5).e13216.

Gerger H, Nascimento AF, Locher C, Gaab J, Trachsel M. What are the key char-
acteristics of a'good’ psychotherapy?? Calling for ethical patient involvement.
Front Psychiatry. 2020;11:406.

Doraiswamy PM, Blease C, Bodner K. Artificial intelligence and the future

of psychiatry: insights from a global physician survey. Artif Intell Med.
2020;102:101753.

Kisely S, Scott A, Denney J, Simon G. Duration of untreated symptoms in
common mental disorders: association with outcomes: international study. Br
J Psychiatry. 2006;189(1):79-80.

Marshall M, Lewis S, Lockwood A, Drake R, Jones P, Croudace T. Association
between duration of untreated psychosis and outcome in cohorts of First-
Episode patients: A systematic review. Arch Gen Psychiatry. 2005;62:975-83.
Sun L, Yin C, Xu Q, Zhao W. Artificial intelligence for healthcare and medical
education: a systematic review. Am J Trans| Res. 2023;15(7):4820-8.

Robiner WN. The mental health professions: workforce supply and demand,
issues, and challenges. Clin Psychol Rev. 2006;26(5):600-25.

Sidhu N, Srinivasraghavan J. Ethics and medical practice: why psychiatry is
unique. Indian J Psychiatry. 2016;58(Suppl 2):5199-202.

Ambrosi-Randi¢ N, Ruzi¢ H. Motivation and learning strategies in university
courses in Italian Language. Metod Obz Horiz. 2010;5(2):41-50.

Alowais SA, Alghamdi SS, Alsuhebany N, Algahtani T, Alshaya Al, Aimohareb
SN, et al. Revolutionizing healthcare: the role of artificial intelligence in clini-
cal practice. BMC Med Educ. 2023;23(1):689.

Young AT, Amara D, Bhattacharya A, Wei ML. Patient and general public
attitudes towards clinical artificial intelligence: a mixed methods systematic
review. Lancet Digit Health. 2021;3(9):e599-611.

VoV, Chen G, Aquino YSJ, Carter SM, Do QN, Woode ME. Multi-stakeholder
preferences for the use of artificial intelligence in healthcare: A systematic
review and thematic analysis. Soc Sci Med. 2023;338:116357.

Pandey S, Elliott W. Suppressor variables in social work research: ways to
identify in multiple regression models. J Soc Soc Work Res. 2010;1(1):28-40.
Sherman RA, Nave CS, Funder DC. Situational similarity and personality
predict behavioral consistency. J Pers Soc Psychol. 2010;99(2):330-43.
Cornelissen L, Egher C, Van Beek V, Williamson L, Hommes D. The drivers of
acceptance of artificial Intelligence—Powered care pathways among medical
professionals: Web-Based survey study. JMIR Form Res. 2022;6(6):e33368.


https://publications.ascilite.org/index.php/APUB/article/view/809/713
https://publications.ascilite.org/index.php/APUB/article/view/809/713
https://dl.acm.org/doi/10.1145/3340764.3340766
https://doi.org/10.6102/zis76
https://doi.org/10.6102/zis76
https://www.jstatsoft.org/index.php/jss/article/view/v048i02
https://www.jstatsoft.org/index.php/jss/article/view/v048i02

Cecil et al. BMC Health Services Research

96.

97.

98.

99.

100.

(2025) 25:556

Fraser-Arnott MA. Evolving practices and professional identity: how the
new ways we work can reshape Us as professionals and a profession. IFLA J.
201945(2):114-26.

Johnson M, Cowin Ls, Wilson |, Young H. Professional identity and nursing:
contemporary theoretical developments and future research challenges. Int
Nurs Rev. 2012;59(4):562-9.

Kira M, Balkin DB. Interactions between work and identities: thriving, wither-
ing, or redefining the self? Hum Resour Manag Rev. 2014;24(2):131-43.
Schubert S, Buus N, Monrouxe LV, Hunt C. The development of profes-
sional identity in clinical psychologists: A scoping review. Med Educ.
2023,57(7):612-26.

Koutsouleris N, Hauser TU, Skvortsova V, De Choudhury M. From promise to
practice: towards the realisation of Al-informed mental health care. Lancet
Digit Health. 2022;4(11):829-40.

101.

102.

103.

Page 18 of 18

Monteith S, Glenn T, Geddes J, Whybrow PC, Achtyes E, Bauer M. Expec-
tations for artificial intelligence (Al) in psychiatry. Curr Psychiatry Rep.
2022;24(11):709-21.

Katznelson G, Gerke S.The need for health Al ethics in medical school educa-
tion. Adv Health Sci Educ. 2021;26(4):1447-58.

Bretthauer M, Gerke S, Hassan C, Ahmad OF, Mori Y. The new European medi-
cal device regulation: balancing innovation and patient safety. Ann Intern
Med. 2023;176(6):844-8.

Publisher’s Note

Springer Nature remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.



	﻿Mental health practitioners’ perceptions and adoption intentions of AI-enabled technologies: an international mixed-methods study
	﻿Abstract
	﻿Introduction
	﻿Applications of AI-enabled technologies in mental healthcare
	﻿Adoption of AI-enabled tools in mental healthcare and its antecedents
	﻿The role of learning in the adoption of AI-enabled technologies
	﻿Individual-level factors in the adoption of AI-enabled technologies
	﻿The present study

	﻿Methods
	﻿Participants
	﻿Procedure
	﻿Measurements
	﻿Understanding
	﻿Familiarity
	﻿Use


	﻿Dependent variables
	﻿Predictor variables
	﻿Medical AI readiness
	﻿Anxiety
	﻿Affinity for technology interaction
	﻿Technology self-efficacy
	﻿Professional identification

	﻿Control variables
	﻿Data analysis
	﻿Qualitative and descriptive analysis
	﻿SEM
	﻿Explorative analysis of demographic and tool differences
	﻿Results
	﻿Practitioners' understanding and familiarity with different application areas
	﻿Experiences of mental health practitioners with AI-enabled technologies
	﻿Learning and use intentions across application areas
	﻿Learning and use intentions across different occupational and demographic groups



