
1.  Introduction
The “butterfly effect” refers to a well-known and unfortunate property of the atmospheric circulation: Tiny uncer-
tainties or errors in the initial conditions are rapidly amplified, creating a fundamental, intrinsic predictability 
limit for weather forecasting that cannot be overcome. This limit was first identified by Lorenz (1969), and has 
since been studied in detail using various methods, including complex numerical weather prediction models with 
very high resolutions or stochastic parameterizations (e.g., Judt, 2018; Selz, 2019; Zhang et al., 2019). The funda-
mental reason for the existence of this limit is scale interactions (Lorenz, 1969; Palmer et al., 2014), especially 
originating from the convective scale, where highly nonlinear dynamics, enforced by latent heat release can lead 
to very rapid error growth (Selz & Craig, 2015b; Zhang et al., 2007).

If the amplitude of the initial perturbations is sufficiently small, its spatial structure (i.e., the scale of the “butter-
fly”) is no longer important and tiny errors on any scale will lead to rapid growth, saturation of small-scale 
errors and subsequent upscale error propagation (Durran & Gingrich,  2014; Sun & Zhang,  2016). However, 
larger-amplitude uncertainties on synoptic and planetary scales grow by a different mechanism, sometimes called 
up-amplitude growth, where errors grow exponentially in time at the same rate for all scales until saturation 
(Durran & Gingrich, 2014; Rotunno & Snyder, 2008). On average, the initial uncertainty that is present in current 
operational weather prediction systems is large enough that this latter mechanism dominates (Selz et al., 2022). 
However, the transition to the former process would occur already if the initial uncertainty was reduced to 
10%–20% of its current level. This raises the possibility that for some weather situations, the butterfly effect may 
already significantly limit forecast skill, which is a topic of active research (e.g., Craig et al., 2021).

In current practice, weather forecasts are computed based on a set of partial differential equations (PDEs), which 
are mathematical formulations of the laws of physics. Those PDEs are then discretized, approximated and opti-
mized using various numerical methods and usually solved on massive-parallel computer architectures. Recently, 
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a novel approach is been pursued, where weather forecasts are computed with artificial-intelligence (AI) based, 
data-driven methods. Those methods apply deep neural networks, that have been trained on a series of historical 
atmospheric states (e.g., Bi et al., 2023; Lam et al., 2022; Pathak et al., 2022; Weyn et al., 2019), usually obtained 
from reanalysis data sets like ERA5 (Hersbach et al., 2020). Neural networks estimate the future atmospheric state 
by interpolating and combining developments that happened in the past without any direct knowledge of physical 
laws or constraints. Recent results have shown forecast skill comparable, or even superior to conventional forecast 
models (e.g., Bi et al., 2023; Lam et al., 2022), with the AI models having the huge advantage that, once trained, 
they require much less computational effort to compute a weather forecast. This could help  to reduce cost and 
energy consumption in weather forecasting and/or free resources to extend ensemble sizes or data assimilation.

In this paper, we investigate the ability of a state-of-the-art AI-based model (Pangu) to simulate the butterfly 
effect, that is, very fast error growth from very small-amplitude initial condition perturbations. We compare these 
results to simulations with a state-of-the-art numerical prediction model based on PDE discretizations (ICON), 
including a simulation with convection-permitting resolution. We also investigate whether the AI model is able to 
accurately simulate error growth from current estimates of the initial condition uncertainty.

2.  Experiments
2.1.  The AI-Based Model Pangu

As a representative of the class of data-driven AI-based models, we apply “Pangu-Weather” (Bi et al., 2023), 
which has very recently been published and is free to use for research purposes. It has been shown to produce 
slightly better deterministic forecasts than the leading operational weather prediction model (IFS), evaluated with 
standard metrics like root-mean-square error or anomaly correlation with respect to the ERA5 reanalysis. Pangu 
consists of a 3D deep neural network that has been trained with 39 years of ERA5 data. The model state of Pangu 
consists of 13 pressure levels (from 1,000 to 50 hPa) with 5 upper-air variables (horizontal wind, temperature, 
geopotential and specific moisture), which are complemented by 4 surface variables (10-m horizontal wind, 2-m 
temperature and mean sea-level pressure). Additional variables like precipitation are not computed. All variables 
are defined on a regular 0.25°-lat-lon grid. These variables are propagated forward in time, where 4 different 
networks are provided for 4 different time steps (1 hr, 3 hr, 6 hr, 24 hr). Longer time steps produce better forecasts, 
hence a “hierarchical temporal aggregation” technique is used, where first the longest time step (24 hr) is applied 
consecutively, followed by the next shorter time step and so on, until the desired time resolution is reached. For 
example, to produce a set of hourly forecasts out to three days, the 24-hr network is used to produce forecasts at 
24 hr, 48 and 72 hr, the 6-hr time step network is then used to fill in times 6 hr, 12 hr, 18 hr, 30 hr, 36 hr, etc., 
followed by application of the 3-hr and then the 1-hr time step networks so that a forecast is available for every 
hour.

2.2.  The PDE-Based Model ICON

The Pangu simulations will be compared to simulations with ICON (ICOsahedral Non-hydrostatic model; Zängl 
et al., 2015), which is a complex PDE-based numerical weather prediction model. Hence it solves a discretized and 
approximated version of mathematical equations that describe the atmosphere. ICON consists of a non-hydrostatic 
dynamical core and operates on an icosahedral grid with terrain-following height levels. Processes that are not 
properly resolved with the grid resolution or that are not part of the fluid equations are parameterized, which 
means estimated with simplified and approximated methods. Such processes include convection, as well as cloud 
microphysics, radiative interactions, turbulence, gravity wave drag and interactions with the surface boundary.

2.3.  Initial Conditions

For the experiments in this paper, we focus on simulations initialized at 26 June 2021, 00 UT. This case was orig-
inally selected because it showed significant amounts of continental summertime convection over North America 
during the following days, which could lead to rapid error growth from small uncertainties. However, since the 
simulations are global, the atmosphere at that time also contains maritime and wintertime conditions, and the 
global diagnostics applied here will be averages over many different weather systems. We use the operational 
analysis from the European Centre for Medium-Range Weather Forecasts (ECMWF) to initialize both Pangu 
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and ICON. Initializing Pangu with the ERA5 reanalysis instead, which it was trained on, led only to minor and 
insignificant differences.

To provide an estimate of the initial condition uncertainty in current weather prediction systems, initial pertur-
bations are retrieved from the ensemble data assimilations (EDA) system at ECMWF (Isaksen et al., 2010). The 
EDA system uses perturbed observations and a model uncertainty representation scheme to estimate the initial 
condition uncertainty, sampled with a 50 member ensemble. Those perturbations where interpolated to the Pangu 
and ICON grids, rescaled (see below) and added to the analysis state to create an ensemble of initial conditions.

2.4.  Experiments

For this paper, we conducted five different experiments, which will be labeled as Pangu-100%, Pangu-0.1%, 
ICON-LR-100%, ICON-LR-0.1% and ICON-HR-0.1%. The first term describes the model that has been used 
(Pangu or ICON). While the spatial resolution of Pangu is fixed, with ICON we simulate two different reso-
lutions: LR (low resolution) and HR (high resolution). For the low resolution runs, ICON is set up with about 
20 km grid spacing (R2B7-grid), which is a horizontal resolution similar to that of Pangu. This resolution requires 
a time step in the dynamical core of 36 s, since ICON explicitly resolves horizontal-propagating sound waves. 
The high resolution experiments use a 2.5 km grid spacing (R2B10-grid) and a time step of 4.5 s, which allows 
a convection-permitting simulation with the parameterization scheme for deep convection turned off. This latter 
experiment is believed to provide the best estimate of convective-scale error growth and the butterfly effect 
currently available. It explicitly resolves the convective motions and does not any more rely on a convection 
parameterization, which has been shown to slow down error growth (Selz & Craig, 2015a).

The percentage factor (100% or 0.1%) indicates a rescaling of the initial condition perturbations derived from 
the EDA system. 100% means we took them as they are without any changes and they represent an estima-
tion of the current level of initial condition uncertainty. 0.1% means we reduced their amplitude by a factor of 
1,000, which leads to a very small uncertainty in the initial condition ensemble. These experiments will represent 
“butterfly”-like perturbations and provide estimates of the intrinsic limit. They are also sometimes called “iden-
tical twin” experiments. Note, that the initial perturbations do not include singular vectors and the models used 
in this study are deterministic, and do not contain any stochastic parameterization or representation of model 
uncertainty. These experiments are therefore suited to estimate basic atmospheric error-growth properties in a 
perfect-model context and not designed to produce reliable probabilistic forecasts.

While running Pangu is very cheap and running ICON at the low resolution is pretty affordable, the high resolu-
tion ICON simulations at global convection-permitting resolution are very expensive. As a result, we only could 
simulate 5 ensemble members out of 50 and with three days of integration time. We also abstained from produc-
ing a high-resolution ICON simulation for the 100% initial perturbations, since previous studies suggest that the 
small-scale processes that the HR simulation would represent more accurately are not crucially relevant there 
(Selz et al., 2022). All experiments were computed on CPUs, the ICON experiments on the Atos computer at 
ECMWF. The computational costs were 16 core hr for each Pangu experiment, 2,900 core hr for each ICON-LR 
experiment and 1,300,000 core hr for the ICON-HR experiment.

The setup of the HR simulations is further complicated by the fact that the analyses from ECMWF (which 
provide the initial conditions) do not contain convective-scale motions, because their resolution is similar to that 
of Pangu or ICON-LR. Therefore, the ICON-HR experiment needs to spin up those small scales first and starting 
this experiment just from the perturbed analysis would not produce the correct perturbation growth. To allow the 
small scales to spin up, we started one simulation of ICON-HR one day earlier (from the 25 June 2021, 00 UT 
analysis) and ran it for 24 hr. The complete model state was then written to disk, the rescaled EDA perturbations 
were added and the 5-member ensemble was run for three days lead time. We consider the slight difference in the 
initial state at the 26 June 2021, 00 UT much less significant than investigating error growth in a HR simulation 
where the small-scales are not present in the initial conditions.

2.5.  Diagnostics

In this study we focus on difference kinetic energy (DKE) on 300 hPa as our main diagnostic. For an ensemble, 
DKE is defined as
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DKE = var(𝑢𝑢) + var(𝑣𝑣),� (1)

with the horizontal wind components u and v and the variance taken over the 
ensemble dimension. DKE has been frequently used to study error growth 
and intrinsic predictability. Note, that DKE is a metric to diagnose error 
growth in the sense of spread or variance growth in the ensemble and not 
errors with respect to observations or analyses. For all experiments, DKE 
is calculated based on wind data on a regular 0.25° grid and with an hourly 
output time step. While Pangu directly outputs this data, it is interpolated 
from the ICON grids using conservative remapping.

In addition, we calculated a spectral representation of DKE, since this is 
directly related to the kinetic energy (KE) spectrum of the atmosphere or the 
model and provides additional insights. To do so, we used the Climate Data 
Operators (Schulzweida, 2022) to compute spherical harmonics expansions 
of divergence and vorticity from the gridded horizontal wind, which first 
had to be interpolated to a Gaussian grid (N360). Further details of how to 
compute spectra of KE and DKE can be found in Augier and Lindborg (2013) 
and Selz et al. (2022).

3.  Results
First, we looked at the errors in the ensemble mean of the simulations 
with respect to the ERA5 reanalysis. This is only been done to check that 

all models are implemented correctly, since deterministic forecast accuracy is not a focus of this paper. The 
root-mean-squared error (RMSE) of the ensemble-mean zonal wind at 300 hPa and 72 hr forecast lead time is 
similar for all experiments and lies between 4.6 and 4.9 m s −1, with Pangu being marginally better. This is compa-
rable to the average error that is shown in Bi et al. (2023) for the zonal wind on 500 hPa and indicates that all 
models used here are able to produce similar forecast quality with respect to upper-level winds.

3.1.  Time Series of DKE

To study error growth, we start with investigating the 72 hr time series of globally averaged DKE for the different 
experiments, which is shown in Figure 1.

Note that, although DKE is globally averaged, this average largely favors the mid-latitudes because of the concen-
tration of kinetic energy there. The y-axis is log-scaled, so exponential growth can be identified with a straight 
line. Consistent with earlier studies (Selz et al., 2022), we see exponential growth right from the start for the 100% 
ICON experiment with a growth rate of about 1.7 day −1, which is characteristic of the synoptic-scale dynam-
ics of the atmosphere. The 100% Pangu experiment shows a similar growth rate, starting from 24-hr lead time 
(2.2 day −1). Two anomalies are apparent in the Pangu curve: In the first day, there is a decrease in the ensemble 
spread, which in the end leads to a 1.9 times lower DKE at 72 hr compared to ICON. Also, Pangu shows discon-
tinuities when switching to a model with a different time step. The 24-hr network in particular shows the largest 
initial decrease in DKE compared to the shorter time-step networks.

At the intrinsic limit (0.1% experiments), the two ICON experiments show the expected very large initial growth rates 
of 𝐴𝐴 

(

1020 day−1
)

 during the first 3 hr. This leads to a very fast saturation of the errors at small scales (see Section 3.3), 
which quickly slows down the error growth, until the characteristic synoptic-scale growth rate is reached after about 
48-hr lead time. A further reduction of the initial condition uncertainty would lead to even larger initial growth rates, 
leading to very little reduction in DKE at later times and keeping predictability limited. As anticipated, the lower reso-
lution model appears to underestimate the error growth from small perturbations. This underestimation leads to about a 
factor 4 reduction in DKE at 72 hr. Nevertheless, both ICON experiments show the fast initial growth characteristic of 
the butterfly effect and clearly indicate the limited intrinsic predictability of the atmosphere.

In contrast, the 0.1% Pangu experiment essentially reproduces the error growth properties of the 100% experi-
ment, with only a very slight increase of the growth rate. The two Pangu lines are very similar and just shifted 

Figure 1.  Globally-averaged difference kinetic energy (DKE) as defined by 
Equation 1 on 300 hPa over time for the different experiments (hourly output 
time step).
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vertically by 1000 2, the squared rescale factor of the initial perturbations (since DKE is a squared quantity). The 
increase in DKE after 72 hr compared to the initial conditions is still only a factor of 3.1 (0.1% experiment), 
similar to 2.3 for the 100% experiment. Over the three days, this leads to an underestimation of the DKE by five 
orders of magnitude compared to ICON. The almost constant error growth rates in the simulations with Pangu 
would incorrectly indicate an unlimited predictability of the atmosphere and no presence of a butterfly effect.

3.2.  Spatial Structures of DKE

Next, we consider the spatial patterns of DKE that have evolved from the initial condition uncertainty after 72 hr 
(Figure 2). For the plot, the DKE is normalized so that the area-weighted mean equals one for a better comparison 
of the structures (the corresponding amplitudes have been shown in Figure 1).

Consistent with the similar growth rates, Pangu-100% and Pangu-0.1% also generate almost identical DKE structures, 
regardless of the amplitude of the initial condition uncertainty. The DKE maps of Figure 2 are visually difficult to 
differentiate and their spatial correlation coefficient equals 0.74. In contrast, there is much less structural agreement 
between the 100% and 0.1% experiments simulated with ICON: Although some common “hotspots” are visible, the 
different processes that drive the error growth in the two experiments (Selz et al., 2022) lead to largely disjunct struc-
tures after 72 hr. ICON-LR-100% is only correlated by 0.21 to ICON-LR-0.1% and by 0.14 to ICON-HR-0.1%.

For the 100% initial perturbations, ICON and Pangu show a reasonable level of agreement between the DKE 
structures after 72 hr (correlation 0.56). This is noteworthy, since recently Rodwell and Wernli (2023) pointed 
out that even among state-of-the-art operational models there is a lot of discrepancy in ensemble spread growth. 

Figure 2.  Global maps of normalized DKE on 300 hPa after 72-hr lead time. The thin black lines show the 300 hPa 
geopotential of the ensemble mean for reference (linespacing 1,500 m 2 s −2).
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In contrast, for the butterfly-like perturbation, Pangu-0.1% does not show any agreement with the structures 
computed with ICON (correlation 0.06 to ICON-LR-0.1% and 0.05 to ICON-HR-0.1%), again indicating the 
inability of Pangu to simulate the butterfly effect.

3.3.  Spectra of DKE

As final diagnostic we consider global spectra of 300 hPa kinetic energy and difference kinetic energy (Figure 3).

Similar to the globally-averaged DKE timeseries, they largely indicate mid-latitude conditions. Black lines show the 
background KE spectra of the simulations (ensemble mean of the member spectra), taken at 72 hr lead time. The initial 
condition perturbations have very little influence on them, since the simulations still display the same basic state and, 
in general, the background spectrum is largely a climatological feature of the atmosphere or rather the model. Hence, 
we mostly see differences between Pangu and ICON and also between the two ICON resolutions.

During the first 24 hr, Pangu looses a significant amount of energy compared to the initial spectrum on scales 
below about 500 km, where it is not able to maintain the expected −3 slope. This loss of energy on small scales is 
most pronounced with the first call of the 24-hr model, which significant smooths the initial state. However, after 
that, the spectrum remains almost stable, that is, successive calls of the Pangu 24-hr model do not lead to a further 
decay of kinetic energy. Hence we can assign an effective resolution of about 500 km to Pangu, which equals 
20Δx. For ICON-LR, the smoothing happens around the 200-km scale, which indicates an effective resolution of 
about 10Δx. To determine the effective resolution of the ICON-HR simulations, a higher output resolution would 
have been required, but it likely also similar to 10Δx.

The DKE spectrum of the initial condition perturbation is shown in gray and is basically identical for all the simu-
lations, except of course for the rescale factor of 1000 2 and some very minor differences due to interpolation to the 
icosahedral grid of ICON and back. This initial DKE distribution is given by the EDA system of ECMWF and peaks at 
around 500 km. Scales below about 200 km are already saturated (see ICON-LR-100%), meaning there is no informa-
tion about those scales from the data assimilation system. Starting from the initial uncertainty, we see a clear signature 
of synoptic-scale exponential error growth (equidistant lines) in the ICON-LR-100% experiment, with the energy 
maximum slowly moving to larger scales as more and more small scales saturating. The Pangu-100% experiment 
shows a similar behavior, except in the first 24 hr, where (as described above) background kinetic energy is removed 
from scales below 500 km. This also leads to a stagnation of error growth, even at large scales. After that and for scales 
larger than around 1,000 km, growth rates and spectral characteristics appear realistic and are very similar to ICON. In 
particular, Pangu does not consecutively smooth out scales that have lost predictability.

As seen previously in the spatial patterns, Pangu-0.1% shows similar behavior to Pangu-100%, with the difference 
kinetic energy reduced by the rescale factor 1000 2. This leads to a huge gap compared to the background spectrum 
after 72 hr and no indication of a butterfly effect. In contrast, ICON-LR-0.1% and even more so ICON-HR-0.1% 
show extremely large initial growth rates (as already discussed in Figure 1), but also an initial and almost instan-
taneous downscale propagation of the energy peak to smaller scales, another signature of the butterfly effect 
(Durran & Gingrich, 2014; Lorenz, 1969; Selz et al., 2022). This originates from decorrelation of small-scale 
structures by small differences in the large-scale advection and also by fast and highly non-linear error growth in 
regions of moist convection. After that initial downscale propagation, the errors grow slowly back upscale, finally 
transitioning to the synoptic-scale growth regime with similar growth rates as in the 100% experiments.

4.  Discussion
The main advantage of the new AI-based models over standard PDE-based models is their very low computa-
tional cost, and it is frequently stated that this opens up the opportunity to create many more ensemble members 
(e.g., Bi et al., 2023). Indeed, large ensembles would greatly reduce sampling uncertainty and could provide much 
more reliable forecasts of extreme event probabilities (Tempest et al., 2023). Such big ensembles will however 
only make sense, if the error growth properties of the model are realistic. Here, the AI-based Pangu-Weather 
model that we tested is able to reproduce basic error growth properties when started from 100% initial condition 
perturbations, although some significant shortcomings were also observed. However, it fails completely when 
the initial condition uncertainty is small and is not able to simulate any indication of the butterfly effect or any 
indication of accelerated growth rates and intrinsicly limited predictability.
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This failure to simulate the butterfly effect is perhaps not surprising for AI-based models: Although the intrinsic 
predictability limit is a basic physical property of the earth's atmosphere, it cannot be measured or observed. In princi-
ple, an exact copy of the earth and the solar system would have to be created, then a small perturbation applied to the 
copy, and the future consequences observed. In studies like this paper, we are trying to estimate the intrinsic limit by 
simulating such quasi-identical copies, pretending that we know the initial atmospheric state exactly and assuming that 

Figure 3.  Spectra of 300 hPa kinetic energy (KE, black line, evaluated at 72 hr lead time) and different kinetic energy (DKE, colored lines). The DKE spectra are 
multiplied by 0.5 so that they match the background spectrum at saturation.
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the model provides a sufficiently accurate approximation of the atmosphere (perfect model assumption). Reanalyzes 
like ERA5 (or indeed any other analysis) however never come close enough to the true state to enable an observation of 
the butterfly effect, since our current observational and assimilation system still has very significant errors.

Hence, the neural network during its training can only learn an approximated development of the atmosphere 
within the range of our current assimilation uncertainties. The magnitudes of these uncertainties are represented 
by the 100% perturbations in the initial condition ensemble and therefore the AI-based models can only infer how 
such uncertainties would grow. Because of these limitations, we consider it very unlikely that other currently avail-
able AI-based models like FourCastNet (Pathak et al., 2022) or GraphCast (Lam et al., 2022), trained with similar 
data would produce significantly different results than the Pangu model tested here. However, models like Graph-
Cast or the model used in Weyn et al. (2021) take two initial conditions as input, separated by a certain time interval 
(e.g., 6 hr). It would be interesting to see if such models could propagate the fast growth rates associated with the 
intrinsic limit further into the future, if they were present in the two initial conditions. But this would require a 
PDE-based model like ICON-HR-0.1% to generate the initial conditions and therefore essentially “inform” the 
neural network about the existence of the butterfly effect.

As stated in the introduction, the essence of the butterfly effect is upscale propagation of fast-growing uncertain-
ties on small scales, mainly related to convection and precipitation. In coarser resolution models (both AI and 
PDE-based), the required small-scale variability is missing. In past research, we reintroduced the missing varia-
bility into coarse-resolution models by using a stochastic convection scheme, which led to faster error growth and 
a potentially more realistic simulation of the butterfly effect and a more accurate estimation of the intrinsic limit 
(Selz, 2019; Selz & Craig, 2015a; Selz et al., 2022). Similar methods could be used in AI-based models. Weyn 
et al. (2021) for example, created a set of (slightly) different models by randomizing the seed in the AI training 
process. This set of different models can be subsequently used to generate an ensemble of forecasts, analogous 
to stochastic parameterizations in current operational ensemble systems. Another approach could be to stochas-
tically infer the missing small-scale variability by applying methods of super-resolution (Harris et  al.,  2022; 
Leinonen et al., 2020), in which ensemble skill metrics are part of the loss function. It will interesting to inves-
tigate if global prediction systems based on these techniques improve simulations of the butterfly effect and the 
characteristic amplitude-dependence of the error growth rate.

In any case, the failure of AI-based models to simulate the butterfly effect does not per se disqualify them from 
producing reliable ensembles in operational weather forecasting as it is unclear to what extent this ability is relevant 
for weather predictions at the current level of initial condition uncertainty (see introduction). Our previous study 
showed that upscale error growth processes from convection are currently unimportant on average, since they are 
overpowered by growth on synoptic scales from the relatively large initial uncertainties there (Selz et al., 2022). 
This type of error growth is simulated by the AI-based model quite well. But because this picture only represents the 
average mid-latitude conditions this may be different in certain extreme meteorological situations, as for example, 
described by Rodwell et al. (2013). It might also be different in the tropics, where convective processes are much 
stronger and more prominent, while large-scale processes are relatively weak and linear (Judt, 2020).

Data Availability Statement
The “Pangu Weather” model is available on GitHub (https://github.com/198808xc/Pangu-Weather). The ICON 
model code is restricted software and cannot be publicly shared. ECMWF analyses and EDA perturbations are 
available via the MARS-archive at ECMWF (https://apps.ecmwf.int/mars-catalogue/?class=od, restricted access). 
ERA5 reanalysis data is available via the Copernicus Climate Data Store (Hersbach et al., 2017). The output data 
from Pangu and ICON that has been evaluated in this paper can be retrieved from Selz and Craig (2023).
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may be considered the authoritative version of record.
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